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Considerable effort has been expended in the modification
and updating of the data file format and contents for their
utilization in this program. Continual corrections have been
made from surveys and personal contacts to improve the accuracy
of the data and associated NDT parameters . The cover sheet
format identifying the pertinent information on each data set
has been modified to expedite data pooling and information
retrieval. Modifications to the entire data bank system were
also made to p rovide flexibility for future additions. An
example of the cover sheets for the ultrasonic method is given
in Table 2. The data set number (DSN) and inspection date
comprise the heading in each table. The last entry in the
heading shows the date on which the cover sheets for the NDT
techniques of eddy current , radiography,  magnetic particle and
penetrant methods are presented in Tables A-l to A-4 respec-
tively in Appendix A.

An industry NDE facility survey was conducted during the
program period.  The ob jec t ives  of the survey were : (1) to
ac qu ir e detai led in f o rmat ion on the data contributed by each
fac i l i ty , (2) to obta in  genera l  information on NDT equipment ,
reference standards , and inspector levels in each facility, and
(3) to solicit opinions from NDT personnel in each facility in
the design of an optimum demonstration program . Martin Marietta
Corporat ion/Aerospace Division , the B-l and the Space Division
of Rockwell International Corporation were objects of the survey.
Useful information pertaining to the B-l demonstration p rogram
such as the history , specimen type , flaw type and inspection
procedures were furnished by NDE personnel at the B-l Division
of the Rockwell International Corporation . Details of the
penetrant inspection in that demonstration program were discussed
during the survey. One of the important conclusions from the
discussion was that the inspection capability should not be
treated as a monotonic function of the sensitivity of the
penetrant. Whethe r the fatigue crack was the p roper flaw type
to be used in specimens for demonstration program designed to
verify produc tion inspection was also discussed . At the Space
Division of the Rockwell International Corporation , the Space
Shuttle NDE demonstration program was discussed in detail.
Procedures for certifying penetrants for the Space Shuttle
inspection were provided by the Space Division personnel.
Details on the fabrication of the flat plate spec imens and
specimens with complex geometries were provided by personnel at
the Aerospace Division of Martin Marietta Corporation.

14
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From the facilities included in the survey, first hand
information was obtained on the NDE equipment, reference
standards , and inspector levels. It was found that most of
the aerospace companies were purchasing newer automated NDE
equipment to replace the older manual models. The choice of
reference standards was s t i l l  a baff l ing problem to mos t of
the NDE community, The results of the survey on inspector level
streng thened the previous op inion tha t nondes tructive testing
inspectors at the same level of technical classification may
differ significantly in the degree of skill. Before conducting
a demonstration , the inspectors were usually screened or upda ted
in training . The information acquired in the survey of the
facilities , as well as similar information gathered in-house
at the Fort Worth Division of General Dynamics Corporation ,
formed the background data for the translation model development
and served to mold the design of the optimum demons tra tion
program . Valuable opinions were obtained from personnel in
these facilities in the areas of flaw type, flaw location , NDE
methods applicable to critical flaws , and the specimen geometry
for most commonly occurring flaws in certain types of aircraft
(e.g. B-i). Corrections in the NDE reliability da ta were made in
some instances which had the impact of increasing the accuracy
of the NDE parametric relationships and translation model develop-
ment in this program .

Several po tential sources for the expansion of the relia-
bility data bank have been identified during the course of the
pr ogram . The NDE facilities partic ipating in the NASA Space
Shuttle NDE Program gene-rated additional data on steel components.
Much needed magnetic partic le inspection data were included in
this category of data. A program titled “Reliability of Non-
des truc tive Inspection on Airc raf t Struc tures ” is currently
being conducted at Lockheed-Georgia Company under the sponsorship
of AFLC at Kelly Air Force Base. The field inspection results
from the NDI reliability program will be available in 1978. These
inspection results will supplement the data bank file in the field
and depot inspection category. Results from an on-going AF program
“Quantitative Evaluation of Penetrant Inspection Materials and
P rocedures ” (Contract No. F336 15-76-C-5166) will also be available
in 1977. In addition to the above on-going programs , the analysis
of results from an ASNT-sponsored round robin program on ultra-
sonic inspection of steel and aluminum parts will be comp leted in
the fall of 1977. The reliability data from these four programs
will substantially enla rge the existing data file .

16 
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II

S E C T I O N  I V

M E T H O D O L O G Y

In addi tion to a straightforward method of point estimate
plot of the probability of detection , two data fitting tech-
niques were used in the analysis. These two techniques , l inear
regression analysis and adaptive learning , provided the mathe-
matical tools in fitting the reliability data in well behaved
probability of detection curves. The parametric study and
translation model development were based on the successful
applications of these techniques. In the following sections ,
a brief introduc tion of each of the two techni ques will be
given. Details of the methodologies and associated computer
software programs are presented in Appendix B.

4.1 LINEA R REGRESSION ANALYSIS

The development of the multiple linear regr ession ana lysis
technique and the development p rocedur e of a linear transla tion
model will be discussed in the following paragraphs.

4.1.1 Introduction to Multip le Linear Regr ession

The purpose of using multiple linear regression techniques
is to assist in the development of an informative mode l for the
POD as a function of several NDE variables. A good model must
“fit” the data reasonably well. (However , undu e concern abou t
“fitness ” should be avoided because it is easy to construct
models which fit sets of data with no error and yet are aluos t
totally uninformative). It should isolate the effects of the
various NDE variables as much as possible and for this specific
application its form must be suitable for transfer function
development .

The genera l princ ip le that motivates regression analysis is
that the variability in the observations of the dependent variable
(POD) can be narrowed (or accounted for when the variability is
measured numerically) by knowledge of one or more of the indepen-
dent variables (crack length , specimen geometry , specimen thick-
ness , etc.) that were observed along with the POD. It should be
kept in mind that the NDE personnel should be in control of
building the model and his knowledge of NDE variables should be
reflected in the final model because regression procedures do not
automatically produce meaning ful and valid results.

17
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4.1.2 Formal Development

The general linear mode l can be presented most concisely
in terms of matrix operations as follows :

Y = X /3 + e

whe re Y is a N x 1 vector of observations of the dependent variable ,

X is a N x P matrix which specifies the form in which P
independent variables are related to Y,

/3 is a P x 1 vector of unknown coefficients which are to be
estimated from the data , and

e is a N x 1 vector of errors which can only be observed
exp l ic i t ly if  /3 is known .

There  are  severa l  a ssumptio n s un der ly ing a regression
anal ysis , as fol low :

1. The components of X are constants which are measured
wi thou t  e r r o r .

2. E(e)  = 0 , t hat is. Lhe average e r ror  is 0.

3 COV(e) = co- 21N, where ~-2 is a constant and ‘N is the
N x N identity m a tr i x  (the covariance matrix has the
variances of the errors on the main diagonal and the
covairances of the errors in the off-diagonal positions ,
so the above form of the covariance matrix is a method
of stating the error variances are homogeneous and
the errors are uncorrelated).

The additional assumption of normally distributed errors
permits one to test hypotheses about the coefficients (components
of /3 ) and to establish confidence limits or prediction intervals
about the regression line or surface.

The criterion which is used to determine the coefficients
is the least squares criterion . Some notation and basic facts
are needed to outline the least squares criterion :

= the value predicted by the model for Y.

Y - = the amount the model misses in predlet-ing Y, called I -
a rr’sidual , R ,

18
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R = Y — ~~,
A
/3 = the estimate of /3

~ = x f t ,
R ’R = the sum of the squares of the components of R where

a p rimed superscrip t of a matrix indicates the transpose of the
matrix.

The least squares criterion is to select the components of
ft so tha t R ’R is a minimum. After algebraic manipula tion it can
be shown that :

ft = (X ’XY
1 
X’Y whenever X’X has an inverse~

4
~ .

In some instances it is appropriate to use ~~~~~~~ as an esti-
mator of ~-2 (this will be discussed in more detail in a
later section).

Since p robabilities are being predicted a truncation rule
must be used which truncates predicted probabilities larger than
1, to 1 exactly and which truncates negative probabilities to 0.

.A s imple example will illustrate some of these matrix
operations. Suppose there are 5 observations of (X,Y) and the
linear relationship between X and Y is to be determined. The model
is

l X 1 e1

“2 l X 2 e2
Y3 l X 3{480]+ e3

1 X4 L/~i]l X 5 e5

The transpose of the matrix X is: X ’ = 1)~ ~ ~ ].
L i 2 3 4 5

The product of the matrices X’ and X is:

5

(X ’X) = 2
rx i rx i .

_ _ _  --
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The inverse of the product is:

1x12 
, -‘xi

i 2 2
(X ’X )  , where Q 

= 5 £Xi - ( EXi)
-ixi , 5

Q Q J
The p roduct of the matrices X ’and Y is:

— fiyi 1
L~xiYiJ

Therefor e, the estimate of the coefficient vector ft is:

IA 1 
(rXi 2) ~rYi - ( vXiYi)(zXi )

S rXiYi - ( £Xi )( £yi)
Q

20 
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4.1.3 Preliminaries to Model Specification

Some terminology and basic concepts from experimental statis-
tics, illustrated by an example from the current data base, are
needed before the problem of model specification is attacked in
the next section . Suppose that the only variables which have an
effect  on the POD are crack length (9 intervals) and specimen
geometry (geometries 1, 2 and 3). There are 27 combinations of
crack length and geometry which can be displayed in a two-way
table (a specific combination in the table will be referred to as
a cell) . The POD observed in each cell is assumed to be the sum
of several components. A constant which is the same in all cells
is the f i rs t  component. The next components are a contribution
from the crack length interval the cell is in, a contribution
from the geometry the cell is in, a contribution from the com-
bination of geometry and crack length the cell is in and finally
an error which cannot be observed . To illustrate this point
analytically, let P be the constant, 

~~~~~ , 
i = 1,2,. ..,9 be the

crack length contribution, fl3 , j  1,2,3 be the geometry contri-
bution, (c.i,/3 )j j  and ejj, i = 1,2,...,9, j = 1,2,3 be the crack
length geometry combination contribution and error contribution
respectively. Table 3 summarizes the above formulation .

The c~j ’ s and $.~~i s are referred to as main variable effects
because they are used ’ for comparing the PODs of one crack length
with the PODs of another crack length, or for comparing PODs on
specimens with different geometries . The (c~$ )jjf s are referred -

to as two-factor interactions . If all the variables are fixed,
excep t one, and if comparisons are made among the levels of that
variable then these comparisons can be called simple comparisons .
For example, the difference in PODs for crack length 3 and c rack
length 4 at geometry 1 is a simple comparison. There are a very
large number of simple comparisons that can be made . The only
theoretical problem with simple comparisons is that the inferences
from them are very restricted or narrow. Comparisons of levels
of one variable “averaged” over all the levels of all the other
variables, can be called main comparisons . In the above example
if the POD for crack length 3 is compared with the POD for crack
length 4, averaged over all three geometries then the comparison
is a main comparison with much broader inference possible.

Main comparisons must be used with caution when interactions
are present , for example , the MEAN of the PODs at crack length 3
(neglecting error terms) is 

~i + a 3 + ~ l + ~~2 + /3 3  +
3

(a  fi ) 31 ÷ (a  /3 )32 + (
~ /3 ) 33. while the MEAN of the PODs at

3
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crack length 4 (neglecting error terms) is ~ 
a4 -F

13i + 
~~ 

+ ,“ .~ 
+ 
(a P )4l + (a /3 )42 + (a ~ )43. The difference

3 3
between these two MEANS is 

~ - a4 + 
(-a p 

~31 + (a ‘fl 32 + (a /3)33
3

- 
( a j 3 )4~ + (a A)42 + ( a / 3 ) 4 3 .  If there is no interaction,

3
this comparison is exactly a3  - (14 as desired, but if inter-
action is present the comparison of MEANS is “contaminated” by
the interaction terms .

When the data is examined, it is seen that some of the
effects cannot be estimated because of lack of data in some cells.
Consider the crack length and geometry data (from the ultrasonic
data base):

Crack Length Interval

1 2 3 4 5 6 7 8 9 Average
.23 .36 .47 .79 .89 .88 .95 .96 .98 .774 (M Missing )

2 M M M .29 .59 .77 .91 .96 .88 , .745
3 M M M .83 .38 .38 .77 .95 .93 .724

(NOTE: The average for each geometry cannot be computed

directly from the table , because there are unequal

numbers of observations in each cell).

(a  
~~~l9 

appears only in cell (1,2) which is missing, hence
there is no logical way to estimate (a ~ )l2~ 

In cell (1,2)
there is also p , l, 

~ 2 
but they appear in other cells which

are not missing and thus can be estimated. A model which in-
cludes parameters that are not estimateable can only add con-
fusion to the f inal results .

This data also illustrates that averaging over levels of
variables without accounting for the pattern of missing observa-
tions can lead to erroneous conclusions. The MEAN POD for
geometry 1 is .774 , and for geometry 2 is .745, but the observa- —

tions for a crack lengths 1, 2 and 3 (where the POD would be
expected to be small) are missing for geometry 2. If there
were observa tions available for these missing crack lengths, the

23 
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di fferences that were observed would have been much larger.
The model of the form discussed in this section accounts for the
missing observations as well as any other model. Keeping these
concepts and problems in mind, some specific models are discussed
in the next section .

4.1.4 Building the AppropriaLe Linear Model

Determining the form and complexfiy of the model are impor-
tant f i rs t tasks in the model development . Consider the form of
the model first. If there is some knowledge of the relationship 

-

between the POD and any of the NDE variables this should be
utilized in the model. If it were known that POD increased
exponentially with crack length , a coefficient could
be included that estimates the rate of exponential increase. For -:

this specific problem no information is assumed to be known about -
the form of the relationship between any NDE variable and the POD,
hence two general types of linear models were considered. These
two models are the polynomial regression model and the analysis
of variance (AOV) model (discussed and illustrated in the
previous section) implemented through regression techniques . An
example will help illustrate the similarities and differences
between the two models. Suppose a model for POD as a function of
only specimen geometry is desired, and fur ther suppose there are
eight specimen geometries in the data base. The polynomial re-
gression model written without the matrix form would be:

y $ 0 + / 31 X + $ 2 X2 + . . . + $ 7 X 7 + e

where ,

y = POD observed,

i = 0, . . .  , 7 are unknown coefficients to be estimated,

X = 1, 2, . . .  , 8 depending on the geometry (other codings
of the X’s are also permissible),

e = unobserved random error.

The analysis of variance model would be:

y = P + a1 ~~ + a2 I
~ 2 

+ . . .  + a8 ‘x8 
+ e

24
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where

y = POD observed ,

u , a~, i 
= 1, . . .  , 8 are unknown coefficients to be

estimated,

, i = 1, . . .  , 8 are indicator variables equal to 1 when
1

the geometry is X~ and equal to 0 otherwise,

e = unobserved random error .

(NOTE: For any specific geometry exactly one of the indicator
variables is equal to 1.)

The indicator variables are usually dropped from the notation
after they have been formally introduced, al though they are under-
stood to still be present. The AOV model discussed informally in
the previous section does not display the indicator variables
explicitly. The AOV model is most suitable for classification
variables (variables where the numerical value assigned to the
variable is arbitrary), because the coefficients can be used in
a straightforward manner to compare levels of variables (i.e.,
comparing flat plate specimens with integrally stiffened panel
specimens). It should be noted that these two models will provide
exac tly the same “f it” of the data, but the AOV model provides an
easier and clearer method of developing a translation model.

The second task is selecting the comp lexity of the model
(the AOV model was selected in the previous step). The general
principle used is: the simplest model which fits the data
reasonably well and which is most suitable for translation model
development, is the best model . The best method of estimating
the error variance cannot be used (discussed in the next section)
so high order interactions must be used to estimate the noise
level. There are several two-factor interactions that are ex-
pected to be large (those with crack length) and several which
are important for translation model development (those variables
interacting with specimen geometry) that would be included in
the model if they were estimateable, but the pa ttern of missing
observations in the data base is a limiting factor (this will be
discussed in the data problems section). There is still some
flexibility left so that after the initial model is fitted to the
da ta , revisions can be made which drop variables or variable
interactions having little impact on the POD.
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4.1.5 Error Determination

If all the NDE variables are fixed at some leve l and the
POD is observed repeatedly, then the scatter in the data must
be due to error variability (recall the error variance is denoted
by ~-2 in the model), which may be thought of as the “noise”
level in the data. However , in the presen t da ta base this
information is not available. If the higher order interactions
do not exis t, the amount of variability attributed to them
(in an analysis of variance summary) is really error variability.
In the present data all three-factor and higher order inter-
actions were pooled together and used as an estimate of cr2.

The optimal method of estimating ~r
2 cannot be used because

there are no repeated observa tions of POD unde r identical tes t
conditions. The best alternative is to pool higher-order inter-
actions to estimate ~ 2. The decision to pool all three-factor
or higher interactions is made from practical considerations .
Firs t, the patte rn of observa tions is i r regular  wi th missing
combinations of the factors , some three-factor interactions
cannot be estimated at all. Secondly, there is a limit on the
number of coefficients that the computer can estimate , the
inclusion of three-factor or higher interactions increases
drama tically the number of coefficients that must be estimated .
The result is that main effects and two-factor interactions would
have to be sacrificed in order to estimate the higher order
interactions . Lastly, the inclusion of three-factor or higher
ord er interact ions would inc rease the comp lexity of the tables
of coef f icien ts and some loss of clari ty would sur ely result.

When one examine s the values p redic ted by a regr ession
equation there is another type of error that must be considered ,
error in estimating the regression coefficients. Knowledge of
the magnitude of this er ror  allow s the compu tation of confidence
or predi ct ion bounds to be placed on the estimated regression
equation. In the regression model all the information about the
variances and covariances of the estimated coefficients is con-
tained in the covariance ma trix of ~ , which is (X’X)-~- T 2 • It
is to be noted that the adaptive regression does not specify the
model which is being fit to the data and hence is not able to
estimate the variability due to error in estimation of its re-
gression coefficients. This is a serious weakness because no
legitimate confidence bounds can be p laced on the regression
equation.
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4.2 ADAPTIVE LEARNING TECHNIQUES

The adap tive ana lysis of the NDE rel iabil ity data consists
of three phases; a training and testing set formation , hyper-
surfa ce f itt ing and ana lysis . A simplified explanation of these
three phases is given in the following paragraphs. now charts ,
mathematical equations and users ’ instructions for these computer
programs are presented in Appendix B.

4.2.1 Introduction to Adaptive Learning Techniques

Adaptive learning is a mathematical technique for solving
problems where the dependent variables depend in an unknown way
upon many independent variables and the relationship can be ex-
pressed as a multinomial over some bounded regions of the
independent variables.

The adaptive learning approach, has successful ly  been imple-
mented to predict the diameters of flat bottom holes(5). The
nonlinear adaptive learning network correctly classified 46 out
of 48 flat bottom hole defects. The largest error in the classi-
fication was for flat bottom holes with diameters less than 1/64
inch . The accuracy of predicting true hole diameter was 97.2
percent.

The adaptive learning network has been used to detect and
measure subsurface fatigue cracks(6). The adaptive learning
network detected and measured the subsurface fatigue c rack in
the size range of 0 to 279 mils to within 70 percent of their
nominally characterized length.

4.2.2 Adaptive Learning Logic

The adaptive learning method deals with high degree poly-
nomials in many variables and performs a stochastic search to
evaluate the polynomial coefficients and then determine the
output of a given net connectivity pattern .

The data base consisted of 46,369 data points with each
point defined as an individual inspection perfo rmed by an
operator with the assoc iated NDT parameters such as environ-
ment , specimen finish , or crack length. It will be noted that
crack length was treated as an independent parameter in the
ana lysis. Depending upon the purpose of the analysis , the data
points were divided into groups with common NDT parameters
(or input variables). Each group of data points was defined as
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a vector. Associated with each vector was a point estimate of
the detect ability which was obt ained by dividing the number of
de tections by the total number of inspections . No confidence
level was involved in the point estimate. If the crack length
(CL) , specimen history (SH) , surface finish (SF) and specimen
thickness (TK) were selected as the common input variables , then
the point estimate (Yt) associated with the vector can be
exp ressed as:

y
~ 

= f(CL~, SH~~ SFk, TK p )

where i , j ,  k,~ were subscripts signif ying the particular range
of each NDT parameter. The data base was divided into a training
set and a testing set each having an equal number of vectors. It
would have been desirable to divide the data base into three sets ,
and use the third set for evaluation. However , in most cases ,
the data base was not large enough to be divided into three sets
and still retain enough population.

Adaptive learning methodology establishes a polynomial wi th
estimated coefficients which will fit the data. The form of the
pol ynomial is established from the basic connectivity net pattern
and the form of polynomial selected for the basic net input.

The NDT parameters were grouped into pairs and each pair
was fed into a basic net in a predetermined order. The output
from the basic nets was one of two types of polynomials as
indicated below :

A) y = A0 + A 1X1 + A2X2 + A 3X1X2 + A4X1
2 + A5X2

2

B) y = A0 + A1X1 + A2X2 + A3X1X2

where y is the outpu t of the basic net, X1 and X2 are input
parameters and the A ’s are coefficients. For most of the NDE
data the complete multinomial of degree two was used. This
polynomial when compared to the linear polynomial seemed to
bet ter f i t  the data. A simple example of a basic net using the
NDE parame ters of crack length (CL) and surface finish (SF) is

28
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shown below :

y = A0 + A 1CL + A 2 SF + A 3CI~ F + A4 (CL) 2 + A 5 (SF) 2 .

It should be noted tha t the predic ted point estimate is obtained
from the output of the complete network. The basic connectivity
net pattern used in this prog ram was a rectangular network with
exponential pitch . The number of rows is equal to the number of
input parameter pairs. The number of columns were optional.

There are three major types of feed forward nets:
rec tangular , triangular , and exponen tial. The effective-
ness of the three nets is about the same for a given class
of problems , and the decision as to which net to use can
usually be made on the grounds of p rogramming ease or computer
running time. Since the smallest possible net for a given number
of inputs is an exponentia l net , this net is the most logical
choice for a first analysis of a p roblem. Since the rectangular
net can be made with an arbitrary number of columns and since the
degree of the highest power terms in the multinomial is roughly

- proportiona l to the number of columns in a net , the rectangular
net is also a useful net for many problems .

The basis of the fitting program was a stochastic search
in which the polynomial coefficients were changed. The pre-
dictive poin t estimate was calculated for each set of coeff i cien ts
and compared to the true average point estimate of the vectors .
The compar ison was quant i f ied  by a score which is defined as
follows:

N

i~~~ l [(
Yt) - ( Yr)

SCORE - 
N

where N is the number of vectors , y
~ 

and y are the true
point estimate and the predictive point es~ itnate of the
detectability respectively.
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Initially a score was obtained from the training set
vectors by using a random set of coefficients (BTDTR), where
N is the number of vectors. After obtaining initial scores
the iterative process of determining coefficents for the best
fit to the data is started. On the first trial the search
resorts to an unguided search. Unguided refers to the se-
lection of a set of bounded random coefficients (ACCUR). After
going through the unguided phase a programmable integer (N)
option is selected so that the search will not be permitted to
go unguided until after N trials. This is referred to as
embedding . Using ACCUR a score is computed for the training
set , and a new set of coefficients is computed as follows :

ADELT = ACCUR-BTDTR.

The search will either branch to the training-testing paradigm
or the reversal phase described below depending on whether the
score has improved.

The reversal phase determines a new set of coefficients
as follows:

ACCIJR = BTDTR - ADELT.

ACCIJR is checked to insure that the coefficients do not exceed
the bounded region. The reversal phase uses ACCUR to calculate
the training set score . Depending on the score the search will
either branch to the training-testing paradigm or the guided
phase of the search.

In the guided phase a new set of coefficients (DELT) is
determined from scaled random numbers. These coefficients are
used to determine an additional set as follows:

ACCUR = BTDTR + DELT.

The set of coefficients (ACCUR) is checked to insure that the
coefficients do not exceed the bounded region. A score for the
training set is computed using ACCUR. The search will either

• branch to the training-testing paradigm or reversal depending
on whether the score has been improved. Any time the training
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set score is imp roved , the search branches to the training-
testing paradigm , and the training set coef f ic ients ar e upda ted
as follows:

BTDTR = ACCUR.

The set of coefficients (m’DTR) is used in conjunction with
the test set vectors to determine the score of the tes ting
set. If the test set score is improved , this set of coefficients
is retained and the search branches to the acceleration phase.

In the acceleration phase a new set of coefficients is
obtained as follows :

ADELT = 2*DELT.

A set of coefficients is then determined by using ADELT in
conjunction with BTDTR as follows :

ACCUR = ADE LT + BT DTR .

The set of coefficients (ACCUR) is used to determine the score
of the training set. If the score represents an improvement the
search branches to the training-testing paradigm. If no improve-
ment in score is obtained the search will branch to the guided
phase. The search continues in this i terat ive manner described
above until  the test set score has been reduced to a minimum.

In the final phase of analysis , a parame tric study is
perfo rmed. Resul ts  from this  stud y are in the form of grap hical
plots which show the predicted point estimate as a func tion of
crack length. This calculation can only be made providing the
remaining input parameters are fixed. If all the coefficients of
a ne t are known and all the other variables are fixed excep t
cra ck length , then it is possible to calculate the predicted point
estimate as a function of crack length.
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S E C T I O N  V

M O D E L  D E V E L O P M E N T

The linear regression techniques and the adaptive learning
techniques described in the previous section were used to de-
velop the translation model. A successful model takes into
consideration all the pertinent parameters that influence the
inspection results . The inspection results in a NDE facility
are expressed in terms of probability of detection for some
defect size in a material. The flaw detection capability was
rela ted to each of the per tinent NDE parameters by a parametric
study . Effects on the inspection results from a combination of
the parameters have been included in the model development .

The procedures for the translation model development using
the two analytical techniques are presented in this section.
The presentation will be conducted in the form of examples to
illustrate the development process. Problems encountered during
the development for each technique will be discussed and a com-
parison of the pros and cons of the two techniques will be made.
The results of the parametric study and translation model de-
velopment will be postponed until the next section.

5.1 LINEAR REGRESSION TECHNIQUE IN MODEL DEVELOPMENT

The model development procedures , analysis capabilities,
data problems encountered in the analysis ,and some general
comments will be presented in the following paragraphs .

5.1.1 Translation Model Development

The purpose of the translation model is to compare the PODs
for flat plate specimens with the PODs for specimens with more
complex geometries . There are two basic methods that can be
used to make this comparison, the ratio method and the difference
method. For comparison purposes assume that the POD has been
modeled as a function of geometry, crack length, surface finish
and operator in the following way:

‘
~ijk! 

= “ + ci + 46j + “k + + (a fi )
~~~~ 

+ 
~~ V )~~~~~
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where 1ijk! = POD observed with geometry i,
crack length j ,
surface f inish k, and
operator c ,

P = constant,

= geometry effect  (i 1 is flat plate,i = 2
is integrally sti f f ened panel (ISP)),

= crack length effec t,

= surface finish effect,

= operator effect,

(ci $) j ~~ 
= geometry by crack length interaction,

($ ~~ )~~~~~ 
= crack length by surface finish interaction.

For purpose of simp licity in this illus tra tive examp le some inter-
ation terms have been deleted. The ratio of POD on flat p late
specimens to the POD on integrall y sti ff ened panel specimens is
then:

Y]. jk( = 
L + + + ~‘~~~~~ + o~ + ( c i~~~~~ ) 1. +

~2jk~ ~~~ ‘~2~~ 
~~~

j
+ ~~~~ ö~ + (as)2j + (sv )

jk

(Notice that this ratio is a function of crack length, surface
finish and operator.)

The difference between the POD on f lat  plate specimens and
the POD on integrally stiffened panel specimens is:

‘~l jk l  - ‘~2 jk~ 
= ~ i - + (c i $ 

~lj  - ( a $  
~2j

Notice the difference is a function of only crack length , which
means the inference is much broader. Another important point,
suppose there is a large difference between the PODs on flat
plate and stiffened panel specimens, the numerator and denominator
of the ratio contain several common terms which can obscure the
difference. The difference does not have these common factors
and is thus much more sensitive to differences in PODs . When a
translation model is developed it is desirable to be able to
estimate the extent of error in the model . The statistical dis-
tribution of the ratio type model is very difficult to obtain
but the distribution of the difference type model is much easier.
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Most of the info rmation to compute confidence bounds or prediction
bounds on the difference in PODs is available in the Statist icalAnal ysis System program package currently in use at  d i f ferents ta t i s t ica l  ana lysis centers .

The only terms in the difference type model that do ~~~
cancel during subtraction are the main effects due to geometry
differences and interactions of variables with geometry. The
implication is tha t special attention should be given to variable
interactions with geometry . The actual model’s f i t  with the cor-
responding translation model is detailed in the example given in
the following section.

5.1.2 Analysis Capabilities

The total amount of variability in the observations of the
POD can be measured quantitatively by the sum of squared devia-
tions from the mean POD. Each variable or interaction of vari-
ables will explain part of the total variability, the larger the
fraction of the variability explained (quantitatively expressed
in terms of sums of squared deviations) the larger the impact on
the POD . It is most desirable to partition the total variability
into disjoint parts , with each part being unambiguously associated
with an independent variable. However this is not possible in
the present data set because of the pattern of missing data cells.
The next best solution is to sequentially partition the total
variability. This means tha t one variable is selected and the
amount of the total- variability (sum of squares) that it accounts
for is computed1 Another variable or interaction of variables is
then selected at~d the amount of variability, which remained after
the first variable accounted for its portion, is computed. The
process continues with each successive variable being given a
chance to account for variability left over from the previous
variables. This process is obviously “order of variable selec-
tion” dependent, hence the most important variables (physically
meaningful in the opinion of the NDE personnel) should be in-
cluded first in this sequential partition. Fortunately the values
of the coefficients estimated are independent of order.

In analyzing whether the model which was fitted is adequate ,
the original observed values of the POD along with the values
predic ted by the model are printed out. Patterns in the resi-
duals can be used to revise the model if necessary.

If one is willing to assume normality of errors then tests
of hypothesis about whether a particular variable is accounting
for a significant amount of variability can be performed. Con-
fidence or prediction intervals can be computed to quantify the —
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amount of erro r that should be associated with the regression
equation (POD model). As mentioned in the erro r determination
section , higher order interactions are pooled together to provide -

an estimate of error variability. The indications are good that
proper selections were made of interactions that were pooled for
“error”, because the amount of variability accounted for per
degree of freedom is 6.6 times higher for the terms in the model
than for the “error” terms . In the sample that follows , the
coefficients needed for a difference or ratio translation mode l
are presented. In some cases the estimated coefficients are 0
due to lack of observations in critical data cells (this problem
and related data problems are discussed in the next section). It
is also to be noted that the notation is slightly different , i.e.,
(CL)

~ is used to represent crack length effect , etc .

The data to be discussed in this sample relate to flat plate
and integrally stiffened panel specimens , both ultrasonically in-
spected. There are a total of 259 observed PODs , hence 258 degrees 

-

of freedom are associated with the observations . The total amount
of variability in the POD (dependent variable) as measured by the
sum of squared deviations from the mean is 17.94. In the example
below , 65 coefficients were estimated. (See source of variation
table below . There is one degree of freedom for every estimated
coefficient). By estimating 65 regression coefficients , it is
possible to account for 12.37 of the total 17.94 sum of squares ,
which is about 69 percent of the total variability. This
information can be summarized in an “analysis of variance” table ,
as follows.

Source of Variation DF SS MS

Total (corrected)  258 17.94
Regression Coefficients 65 12.37 .190
“ERROR” 193 5.57 .029

where

DF = Degrees of Freedom
SS = Sum of Squares
MS = Mean Square = SS/DF.

Detailed Breakdown of Source
of Variation for Regression
Coefficients  DF SS

Crack Length 8 7.80
Operator 5 1.07
Geometry 1 .16
Crack Length by

Geometry Interaction 5 .68
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Detailed Breakdown of Source
of Variation for Regression
Coefficients (Cont’d)

Source of Variation DF SS

Crack Length by
Thickness interaction 15 .47
Crack Length by
Surface finish interaction 25 2.03
Surface Finish by
Geometry interaction 1 .04
Specimen History by
Geometry interaction 2 .04
Surface Finish by
Thickness interaction 3 .08

Total 65 12.37

The linear model for this data can be written in an abbre-
viated form as:

PODij k,~~ 
= ~‘ + (CL) j + (OPID)~ ÷ (Geom)k + (CL *Geom) j k

+ (CL * TK)~ 1 + (CL*SF)im + (SF*Geom)~~ + (Hist * Geom)~~

÷ (SF*TK)~J + error -

where

CL = Crack Length
OPID = Operator ID
Geom = Specimen Geometry
TK = Thickness
SF = Surface Finish
Hist = Specimen History
* = Symbol indicating variable interaction effec t
P = constant

The coefficients for this model follow:

I’ = .826

CL 1 -.698 OPID 0 .064 Geom 1 .106
2 - .733 15- .025 2 0
3 - .193 16 .070
4 - .801 17 - .064
5 - .053 18 .028
6 .019 19 0
7 - .095
8 .081
9 0
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Geom TK
1 2 0 1 2 3

CL 1 0 0 CL l - .009 0 0 0
2 0 0 2 - .048 0 0 0
3 0 0 3 - .220 .057 0 0
4 .656 0 4 -.037 .111 0 0
5 .019 0 5 -.055 .020 0 0
6 .019 0 6 - .074 - .037 0 0
7 .008 0 7 .064 - .127 0 0
8 -.071 0 8 .010 -.127 0 0
9 0  0 9 0  0 .067 0

SF
0 1 2 3 4 5

CL 1 0 0 0 0 0 0
2 0 0 .319 0 .187 0
3 0 0 -.040 -.771 0 0
4 0 .430 .013 .033 -.230 0
5 0 - .449 - .004 .063 - .148 0
6 0 -.152 -.088 .002 -.137 0
7 0 .110 .157 .076 0 0
8 0 - .074 .090 . 183 0 0
9 0 - .038 - .041 0 - .062 0

Geom Geom
1 2 1 2

SF 0 0 0 Hist 1 -.077 - .036
1 .063 0 2 0 0
2 0  0
3 0  0
4 0  0
5 0  0

TK
0 1 2 3

SF 0 0 0 0 0
1 0 .159 0 0
2 0 .015 0 0
3 0  0 0 0
4 0 .113 0 0
5 0  0 0 0
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The informa t ion above can be summarized in the following
tables of differences:

(Geom) 1 - (Geom) 2 
= .106

(CL * Geom) 11 - (CL * Geom)~~2 ,

i = l  0
2 0
3 0
4 .656
5 .019
6 .019
7 .008
8 - .071
9 0

(SF * Geom)m1 - (SF * Geom)m2

m 0  0
1 .063
2 0
3 0
4 0
5 0

(His t * Geom) 
~ 

- (Hist * Geom)
2

n l - .04l
2 0

It will  be noted that the main effect of thickness had
vi r tua l ly no impact on the POD and was dropp ed f rom the model ,
hence no table ~zas necessary. Furthermore , the interactions of
thickness by geometry,  specimen history and operator ID were
also found to be insignificant and were dropped from the model.
Howeve r , only the thickness by crack length interaction and
thickness by surface finish contributions were more sizeable
than the main effect of the specimen thickness. These two
interaction terms were retained in the model.
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An example is given for using the tables of coefficients
to estimate the POD. Suppose it is desired to predict the
POD on a specimen whose CL = 5, Geom = (flat plate). TK = 1,
SF = 2 , His t = 1, and OPID = 15. Begin with the constant LI =
.826. Correct this value additively for each variable and
variable interaction on the model given on page 36:

(CL) 5 = - .053

(OPID) 15 = - .025

(Geom) 1 = .106
(CL*Geom) 5 1 = .019
(CL*TK) 5 1

’ 
= .020

(CL*SF) 5 2  
= - .004

(SF*Geom) 2 1 = 0
(Hist*Geom) 1 :i = - .077

(SF*TK) 2 1  = .015

Totaling the correct ions yields + .001 , added t o 11 .826 gives
us .827 as the estimated POD under the conditions s tated above .

The POD unde r the same conditions except that the specimen
geometry is integrally stiffened panel rather than flat plate is —

found in the same manner as for flat plate specimens :

Flat Plate (Geom = 1) ISP (Geom = 2)
/ 4 =  .826 / 4 =  .826

(CL) 5 
= - .053 (CL) 5 

= - .053

(OPID) 15 
= - .025 (OPID)15 = - .025

(Geom)1 
= .106 

, 
(Geom)2 

= 0

(CL*Geom),~ 1 
= .019 (CL*Geom)ç ~ 0

(CL~1K)5 1  
= .020 (cL*rK)5,1 

.020

(CL*sF) 5 2  = - .004 (CL*SF) 5 2  = - .004

(SF*Geom)., 1 
= 0 (SF*Geom)., ,

~ 
0

(Hist*Geom)11 = - .077 (Hist*Geom)1 2  = - .036

(SF*TK)2 1  = .015 (sF*TK) 2 1  .015

.827 .743
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Looking down the two lists of corrections , it is seen that the
only terms that change are terms involving geometry. Therefore
to find the d i f ference  in POD on f lat  plate specimens compared
to integrally s t i f fened  pane l specimens all the tables on page
37 are not needed. From the tables of differences on page 38
the differences are :

(Geom) 1 — (Geom) 2 
= .106

(CL*Geom)5 i - (CL*Geom) 5 2 = .019 -

(SF*Geom)2 1  - (SF*Geom) 2 2  
= 0

(His t*Geom)11 - (Hist*Geomk ,2 -.041

Total .084

The difference between the POD for flat plate (.827) and the POD
for ISP (.743) is .084. A comment is appropria te  here about
additional testing which would improve the precision of the
estimates derived from the data. Since variables interacting
with geome try determine the di f ference in POD , maximum information
on these interactions is desirable . The two-factor interactions
can be estimated adequately if data for all combinations of
geometries wi th the other variables are available for analysis.
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5.1.3 Data Problems

The mos t d i f f icul t  types of data to be analyzed statistically
are large sets of data with many variables represented along with
an irregular pattern of missing data cells . The f i r s t  problem
is with confounded variable effects . This prob lem occurs when
the effects of variables are being isolated . For examp le , sup-
pose there are 9 possible combinations of surface finish and
thickness but only 3 observed PODs as follows:

Surface Finish

1 2 3
Cl) ____ ____ _____

~~~~~~~ Y11 M M

M ‘
~22 M (M = missing)

~~~~~M M

When the difference between the Y ’s (PODs) is being explained , it
is impossible to determine whether the differences are due to
changes in surface finish or are due to changes in thickness.
This is a rather obvious case of complete variable confounding.
There are many more subtle cases of confounding in the data.
These problems may be identified at least partially by the se-
quential partition of the total sum of squares. The amount of
variability accounted for by thickness, after surface finish
has accounted for its portion, is zero. Likewise the amount of
variability accoun ted for by surface finish, after thickness has
accounted for its portion, is also zero .

When the confounding is not complete as in the previous
example there may be a partial overlapping of variable effects,
the “partial sum of squares ” is the amount of variability ac-
counted for by a variable after all the other variables have had
an opportunity to account for variability.

Another problem can be illustrated with the same example
above, namely the problem of nonestimateable variable effects
caused by missing data cells. In the example above, it may be
desirable to estimate thickness effects, surface finish effects
and thickness by surface finish interaction effects~ However,
there is not enough data to estimate all these effects. It is
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impor tant to unders tand that a number cou ld be associated with
each of these effects but there would be absolutely no confidence
in the result.

All of the ana lysis problems occur because of missing data
cells which result in irregular data patterns. The present study
has provided indications of which variables are most significant.
If the list of variables could be narrowed to the point where it
would be feasible to fill in all or most of the missing variable
combina tions , the quality of the resul ting analysis woul d be
improved immeasurably.

5.1.4 General Comparative Comments

The linear regression approach is to specif y the model that
is to be fitted to the data and then to estimate the unknown coef-
ficients in the model (as outlined in a previous section). The
coefficients are not constrained. If a model is specified with
more than 200 coefficients, the present computing capability is
exceeded. This is the only motivation for the adaptive approach
to regression . The adaptive approach uses a random search method
to establish coefficients for terms in a polynomial. The coef-
f icients are functionally rela ted , the exact form of the dependency
is determined by the “net” used to generate the polynomial. If
a net can be found which induces cons traints which are compatible
with the data , a reasonabl y good f i t  may result.

As was pointed out p reviously, the coefficients in a poly-
nomial regression model are difficult to use direc tly to compare
the effects of NDE variables . This problem is compounded by the
artificial constraints placed on the coefficients by the adaptive
procedure. Since no model is specified, and since there are con-
straints among the coefficients, it is impossible to determine
how each estimated coefficient is derived from the data. There-
fore it is impossible to estimate the error that is being made
in estimating the coefficients. It also follows that confidence
intervals or prediction intervals cannot legitimately be placed
on the estimated model. The adaptive procedure uses the “train-
ing-testing paradigm” to avoid “over f i tt ing” the data. The pro-
per ies of this procedure have not been defined, especially for
cases where many data cells are missing. Further development of
the adaptive learning p rocedures is needed for future incorpora tion
into the standard linear regression procedures.
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S E C T I O N  V I

R E S U L T S

The re s u l t s  of the pa ram et r ic s tud y and the t r a n s l a t i o n
mode l development are presented in this section . These results
were obtained by using the statistical analysis schemes described
in the two previous sections . The parametric relationship and
the translation model established in this program were the key-
stones for the design of an optimum demonstration program . The
translation model also makes the interpretation of the capabili-
ties of a facility more realistic .

6 .1 NDE PA RAMETER STUD Y

The successful development of a demonstration program to
assess the flaw detection capabilit y of a NDE facility is con-
tingent on a sound knowledge of the parameters that may influence
inspection results and their degree of influence. Based on the
data comp iled in the computer data hank , the identification of
pertinent NDE parameters and a stud y of the parametric relation-
ships were successfully comp leted .

6.1.1 Parameter Identification

A comprehensive list of pertinent parameters was compiled
for each NDE techn ique considered in this program. The para-
meters are separated into two general categories : (1) those
that are common to all techniques and (2) those tha t apply speci-
fically to one technique . A cove r sheet preceding each data set
in the computer data bank contains information about the para-
meters pertinent to that data set. Each parameter is identified
by a computer code with its assoc iated descri ption to facilitate
sorting of parameters in parametric studies . A list of the rele-
vant NDT parameters for each of the five techniques , ultrasonic ,
eddy current , X-ray , magnetic particle , and liqu id penetrant ,
was presented in Table 2 earlier and in Tables A-l to A— 4 in Appendix A.

6.1.2 Parametric Relationshi ps

The parametric relationshi p between the inspection results
and the pertinent NDE parameters was studied by three different
analytical methods : (1) optimum probability method (OPM),
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(2) point estimate , and (3) statistical fitting schemes. A sub-
jective comparison of different statistical schemes indicated
that the OPM scheme appears to be the best procedure among the
statistical procedures discussed in Reference 1. However , this
scheme is not considered appropriate for the purpose of comparing
the influence of different parameters on POD due to the inequality
in sample size. Therefore , the point estimate and the statistical
fitting schemes wereselected for the parametric relationship s study

6.1.2.1 Comparison of Statistical Evaluation Schemes

A detailed discussion of the pros and cons of the range,
overlapping 60 points , and OPM schemes for calculating the PODs
is presented in Appendix C. The results of this subjective
evaluation indicated that the OPM scheme is the best procedure
because it takes into consideration the problem of unequal sample
size and makes full use of the available data. The disadvantage of
this scheme is the liberal bias in crack size regions where the POD
curve is eithe r f lat  or increasing slowly.

Qual i ta t i ve compar isons of the in flu ences of NDE parameters
on the inspection capabilities can be obtained by comparing the
POD plots as a function of crack length. In these comparisons ,
the detection threshold (D.T.) is defined as a minimum detect-
able crack length with a POD above 0.90 at 95 percent confidence
level. Figure 1 presents a comparison of the POD difference due
to surface finish in integrally stiffened panel specimens for
eddy current technique . This figure represents an example of
the POD curves available through the computer retrieval and analy-
sis system of the data bank of 222 data sets. These POD curves
provide a valid comparison of the influences of NDE parameters
from a NDE demonstration program standpoint since MIL-A-83444
requires that a minimum detectable crack size be determ ined in
terms of 0.90 POD at 95 percent confideace level. Although
these criteria may not be appropriate from the standpoint of
parametric relationship study , they will certainly be instrumen-
tal in the application of the parametric relationship towards
the translation model development .

6.1.2.2 Point Estimate of POD

In the point estimate comparison , the inspection results
for each technique were grouped in 1/8 in. crack length intervals
and plotted in the form of histograms for the POD. Analys is of

I
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the histogram data provided a good indication of the order of
importance of the influencing parameters on the POD and indi-
cated data deficiencies in some areas. The NDE reliability
data base is such that not all the NDE parameters can be analyzed
by linear regression analysis or adaptive learning techniques due
to insufficient number of inspections in most cases. Table 4
presents a list of the parameters that were included in the point
estimate comparison and linear regression analysis . Figure 2
shows sketches of some specimen geometries listed in Table 4.
Some of the specimens were inspected with as-machined surfaces
and then re-inspected after etching to determine the effect of
surface treatment on the POD. Cracks in the form of compressed
notches w9r~ present on the flat portions of the tandem T
specimens ’~7~ . These compressed notch cracks were fabricated by
grinding grooves of 0.020 in . radius in the specimen blanks and
placing EDM notches of 0.005 to 0.008 in. in the grooves. The
specimens were then subjected to axial compression loading of
sufficient magnitude to close the notches by p lastic deformation.
Following compression , the grooves were machined to attain the
final configuration. Typ ical crack opening of the compressed
notch cracks in aluminum was approximately 0.0002 in. Compressed
notch cracks on the inner and external surfaces of straight hollow
or solid cylinders can be similarly fabricated. These specimen
geometries were not illustrated in Figure 2. The weld specimens
had crowns (weld beads) in the as-welded condit ion.  They were
inspected in that configuration and then re-inspected after the
beads were machined off until the surface in the weld zone was
flush with the surface of the parent material. The machining (2)operation was termed scarfing in the specimen fabrication process

A computer program was coded to divide the specimen crack
length into eight equal intervals of 0.125 in. in each data set.
The number of detections in each crack length interva l was divided
by the number of inspections to obtain the point estimate. Any
of the parameters listed in Table 4 could be compared to any other.
The comparison is conducted by obtaining the ratio of the point
estimates of the PODs corresponding to the two parameters. Art
example is given in Figure 3 to show one of the parametric relation-
ships presented in a computer-printed histogram form. The NDE
method for the histogram is printed as a heading followed by the
data set numbers from which the data have been obtained. In some
cases subsets from the data sets are identified by their parameter -
codes such as surface finish. The printouts starting from the
middle of the second row identify the parameter whose relation-
ship to POD is to be determined. The date and time of the estimates
are p laced at the extreme r ight  hand end of the second row. Other
illustrations of the computer generated histograms for comparing the
effects on POD of other NDE parameters are shown in Appendix D. Only
pertinent conclusions are summarized in the following paragraphs.
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TA BLE 4

A LIST OF NDE PA RAMETERS INCLUDED
IN THE PARA METRIC STUDY

Category Code

NDT Method 1 Eddy Current (EC)
2 Liquid Penetrant (Penetrant)
3 Magnetic Particle
4 X-Ra y
5 Ultrasonics

Sample History 1 As Machined Surface
2 Etched Surface (Etched)
3 Scarfed
4 Proof Loaded (Proof)

Data Source 1 Martin Marietta/Denver Div. (NAS CR-2369)
2 Rockwell International/Space Div. (NAS 9-14000)
3 General Dynamics/Convair Div . (NA S 9-14000)
4 Martin Marietta/Denver Div. (NAS 9-14000)
5 Boeing Commercial Airp lane Co. (AFML-TR-74-24 l)
6 Martin Marietta/Denver Div. (NAS 9-13578)

Par t  Geome t r y  1 Flat Plate (FP)
2 Integrally Stiffened Panel (ISP)

Flat Pla t Riveted to Integrally Stiffened Panel
4 Lack of Penetration (LOP) for Welded Panel
5 Longitudinal Welded Panel wi th  Crowns
6 Transverse “ “ “ “
7 Longitudinal “ “ without Crowns
8 Tandem T

Operator ID 1 Operator A
2 Operator B
I I

I I

I I

, I

I I

24 Operator X

- i
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TABLE 4 (CoNT INUED)
A LIST OF NDE PARAMETERS INCLUDED

IN THE PA RAMETRI C STUDY

Category Code

Inspection
Environment 1 P roduction

2 Laboratory

Material 1 A luminum
2 Steel

Specimen
Finish 1 1-32 RNS

2 33-64 RNS
3 65-128 RZ4S
4 129-250 RMS
5 Larger than 250 RNS

Specimen
Thickness 1 1-200 Mils

2 201-300 Mils
3 301-500 Mils

a/2c 1 Below 0.17
2 0.17 - 0.34
3 Above 0.34
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Specimen surface finish was observed to have negligible
effect on the POD for ultrasonic and X-ray methods. For eddy
current and penetrant inspections the effect is noticeable
only in the smallest crack length region of 0 - 0.125 in.
Comparing specimen thicknesses, the only significant difference
in POD for specimens with two different thicknesses was observed
for the X-ray technique. Etching the specimen surface was found
to increase the POD for eddy current , penetrant and X-ray tech-
nique. No noticeable effect could be discerned from the etching
for the ultrasonic technique. A comparison of the POD for
different inspectors within the same company revealed that the
inspection efficiency for these inspectors appeared to be quite
uniform. Similar comparison conducted on three companies using
the same specimens with fatigue cracks showed very little
variation in inspection efficiency. Comparing specimen geometry ,
the POD for the simpler geometry were higher than those for the
more complex geometry for  all three NDT techniques. However ,
the dif ference was significant only for the smallest crack length
range in the case of ultrasonic inspection.

For NDT techniques of penetrant , eddy curren t, and ultra-
sonics, PODs obtained on fla t plates were higher than corresponding
values for the integrall y sti f f ened panels (ISP) and ISP with a
riveted plate. However , little dif ference could be discerned for
the integrall y stif fened panels with and without a riveted plate.
A comparison of POD for weld specimens with as-welded and scarfed
joints using penetrant , ul trasonic , and eddy curr ent techniques
showed that the PODs for the two types of specimen histories were
essentially equivalent for the ul trasonic and eddy curren t tech-
niques. For the penetrant technique , lower PODs were evident for
specimens with scarfed joints. This appeared to be contradictory
to the expected trend. The reason for the anomaly could be
attributed to a smearing of the scarfed surfaces of the aluminum
weld specimen. The flaw openings to the specimen surface were
closed by the metal chips preventing the penetration of the
penetrants. Except for the eddy current technique , the PODs
obtained for weld specimens wi th lack of penetration defects after
a proof loading of 90 percent of the yield stress were much higher
compared to those obtained before proof loading. The point estimate
comparison of the PODs pr ovided a good indica tion of the order of
importance of the influencing parameters on the NDE sensitivity.
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6.1.2.3 Statistical Fitting Schemes

The parametri c rela tionsh ips between the POD and NDE para-
meters determined by the adaptive learning techniques and the
linear regr ession anal ys is method are p resented in the following
paragraphs. Due to the non-uniform distribution of the relia-
bility data caused by the grouping of data according to d i f ferent
NDE parameters , only selected comparisons could be made among
the large number of combinations of NDE parameters. The relation-
ship established by the adaptive learning techniques is in the
form of POD (point estimate) plot as a function of crack length .
The statistical nature of the fitting program was such that the
POD was allowed to reach a maximum of 1.1 in order to arrive at
the best fit for the data points at the small crack length ranges.
The idea of a POD in excess of 1.0 appears to be absurd at first
sight. It should be noted , however , that the majority of data
points were in the lower crack length ranges. Consequently, it
will be more appropriate to attempt a better fit at these ranges
at the expense of entertaining a higher than 1.0 POD. The pro-
grams could be easily changed to suppress the POD to a value no
larger than 1.0, but it would be accomplished at a price of arti-
f icially shifting down the POD at the lower crack length ranges.

The horizontal axis of the POD curves for results obtained
by the adaptive learning techniques as well as the linear regres-
sion analysis is divided into ten equal increments of 0.064 in.
It should be noted , however , that the data points in the calcula-
tion p roc ess were ac tually selected in logarithmically equal in-
crements of crack length. The equal increments in logarithmic
scale were used instead of equal increments in linear scale for
the purpose of achieving a better sampling population at the lower
cra ck length ranges wher e the POD curves generally had the fastest
change in slope. In order to present the POD curves at a more
conventional way,  the data plots were changed back into a familiar
linear crack length scale.

The computer programs developed for the adaptive learning
techniques generated two POD curves for comparing a pair of
values for each NDE parameter. In order to conserve space in
the presentation of these comparisons , POD curves for several
va~.ues of each NDE parameter were p laced in the same figure by
transposing the curves. The surface finish and specimen thick-
ness for the curves are identif ied by their codes (see Table 4)
as a pair of numbers in a parenthesis . For examp le , (1,2) sign i-
fies that the surface finish of the specimen was in the range of
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1-32 rms and the thickness of the specimen was in the range of
201-300 mils. Parametric relationships obtained from adaptive
learning technique and linear regression techniques were mostly
for ultrasonic inspection due to the large population of
inspection data for this NDE technique . Figure 4 shows a
comparison of POD for flat p late specimens wi th thre e differen t
surface finishes. The POD for smoother specimen surface finish
was higher than that for a rougher surface. Figure 5 presents
a comparison of etched and unetched specimen surfaces for flat
p late and integrally stiffened panel specimens. Specimens with
etched surface appear to have a higher POD compared to specimens
with unetched surfaces. The trend applied to both specimen
geometries. The specimen surface finish did not appear to affect
the POD for longitudinal weld without crown for both etched and
unetched surfac es, as shown in Figure 6. The specimens with
etched surfaces had a higher POD compared to those with unetched
surfaces , but the surface finish apparently had little effect
on the POD. A similar indifference to specimen surface finish
was evident for transverse weld specimens with crown in Figure 7.
In this figure , the same conclusion could be reached for two
different specimen thicknesses and for etched as well as unetched
surfaces. However , etching the surface of this type of specimen
tended to lower the POD when curves C and D are compared to curves
E and F. By comparing curves A and B to curves C and D, the effect
of specimen thickness on POD for the transverse weld specimens can
be observed.

The thesis that the depth to length ratio (a/2c) of fatigue
cracks is an important parameter for determining the POD for the
ultrasonic shear wave inspection has been contended by many NDE
personnel. However , no systematic and statistical evidence exists
to date to support this contention . One of the important NDE
param etri c rela tionships established in this program was that a/2c
was indeed a factor in POD determination. Figure 8 shows that
the POD curves of three a/2c values for flat p late specimens were
such that the largest depth to length ratio had the highest PODs.
Similar trend could be obs erved in Figure 9 for integrally
sti f f ened panel specimens . It will be noted that a comparison of
POD for cracks with the same length can be obtained from Figures
8 and 9 by drawing a vertical line from the desired crack length
on the horizontal axis. The vertical line intersects the three
curves at three different points corresponding to three a/2c values.
Since the crack length 2c on the vertical line is the same, the
three intersecting points will represent cracks with three
different depths. The ordinates of these three points will
represent the PODs for the cracks with three different depths.
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The eff ects of spec imen history and surface finish on
the POD of integrally sti f f ened pane l and transverse weld
specimens for the penetrant technique by us ing the lin ear
regression analysis ar e pre sented in Figures 10 and 11. As
expected , higher PODs were obtained on integrally sti f fen ed
panel specimens after the surfaces were etched . In general,
a smoother surface finish produced a higher POD. The effect
of etching the specimen surface was similar in transverse
weld specimens. However, the effect of proof loading the
specimens to 90 percent of yielding stress did not appear to
increase the POD to a point higher than that for specimens with
unetched surfaces. For the eddy current technique , similar
effects of the specimen surface finish were observed for flat
plate specimens from the linear regression analysis. Figure
12 shows the di f f erence in POD at diff erent crack length ranges
for specimens with etched and unetched surfaces.

An interesting comparison of POD curves of flat plate
specimens with unetched surfaces for the ultrasonic , penetrant ,
and eddy current techniques from the linear regression analysis
is shown in Figure 13. An average difference in POD of 0.2 was
seen to exist between the eddy current/ultrasonic and ultrasonic/
penetran t techniques. The corresponding POD curves for flat
plate specimens with etched surfaces are shown in Figure 14.
The POD curve for the penetrant technique is seen to approach
that for the ultrasonic technique after the specimen surfaces
were etched as shown by the solid line. However, etching the
surface appears to have a reversed effect for the eddy curren t
technique . The PODs at the lower crack length were actually
lower after etching . This resul t is in good agreement wi th tha t
obtained by the point estimate scheme.

6.1.2.4 Summary of Parametric Relationship Study

Summaries of the parametric relationship for the ul trasonic,
penetrant , and eddy current techniques are tabula ted in Tables
5, 6 and 7, respectively. These summaries are comprised of
matrices of four specimen geometries and nine NDE parameters . A
dash mark in the matrix indicates insufficient or no data avail-
able. YES indicates a definite relationship exists while NO
signifies negligible or no effect on POD. Although these para-
metric re lationships were of ten established by one or more
analytical or fitting techniques , the degrees of confidence based
on the number of data points in most cases were such that a quali-
tative evaluation was judged to be more appropriate.
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The summaries of parametric relationships indicated that the
inspection environmen t had no effec t on the POD for all three
inspection techniques . The inspection environments studied in
the comparison were laboratory and production environments where
the capabilities of ope rators did not dif fer  significantly. Only
in isolated cases the performance of an operator would fall below
average for a certain reason . A final observation was that the
def ect types of fa tigue crack and EDM comp ressed notches did not
have significant effect on the POD in the case of ultrasonic
inspection. For penetrant and eddy curren t techniques, the dif-
ference in defect type did produce a difference in POD as expected,
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6.2 TRANSlATION MODEL

Based on the parametric relationship s established between
the NDE parameters and POD , translation models were developed
for the ultrasonic , penetrant , and eddy current techniques.
The models could be used to translate the POD obtained on fla t
plate specimens to specimens with other geometries such as
integrally sti f fened pane l, longitudina l weld , transverse weld ,
and tanr~ein T. The models developed by adapt ive learning tech-
niques are expressed in the form of POD curves for the flat
plate geometry and the geometry to be translated. Models de-
veloped by the linear regression analysis are best expressed in
the form of difference tables. These tables are presented in
Appendix E for reference purposes. For convenience in compari-
son, the linear reg ression models are also presented in graphical
form and discussed in conjunction with results obtained from
adaptive learning techniques. These results will be presented
according to NDE techniques. In adUition to the statistical
fitting schemes, a point estimate transfer function approach was
also used to assess the difference in POD for different specimen
geometries. Resuits of this comparison are rather interesting
and will be presented in a separate paragraph.

6.2.1 Ultrasonic Inspection

The translation models developed by the adaptive learning
and linear regression techniques for ultrasonic inspection from
flat plate to integrally sti f fened panel specimens are shown in
Figures 15 and 16, respectively. Curves A and C in Figure 15
were POD curves for flat plate specimens while curves B and D
were for in tegrally sti f f ened panel specimens . A significant
difference is seen to exist between the two POD curves. Curves
A and B were obtained by us ing a weighting factor to account for
the decreasing significance in curve fitting for crack ranges
where data points were scarce. Curves C and D were equivalent
curves obtained by not using the weighting factor. It is seen
that the difference with and without the factor was not significant .
All the curves obtained by using the adaptive learning technique
incorporated the weighting factors which were merely concerned
with the curve fitting process and had no impact on the calcu—
lation of probability of detection. From the linear regression
model shown in Figure 16, it can be seen that the basic model
agreed well with that shown in Figure 15. The difference in POD
ft-~r t h.~ fwr~ n)g-,d.~1Q c a o r - ~....d ø i h~- 
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Figures 17 and 18 show the translation models developed
from the adaptive learning and linear regression techniques ,
respectively, for the translation from flat plate to longitudinal
weld specimens. Although a large difference in POD was observed
in Figure 17, an inconsistent difference for various crack
lengths existed in Figure 18. A similar situation was noted
for the translation from flat plate to transverse weld specimens —

as shown in Figures 19 and 20 for adaptive learn ing and linear
regression techniques , respectively. Figure 21 shows the
adaptive learning translation model from flat plate to tandem T
specimens. A small and almost negligible difference exists in
the POD curves for these specimen geometries.

6.2.2 Penetrant Inspection

The adaptive learning and linear regression translation
models for the penetrant technique translating flat plate to
integrally stiffened panel specimens are nresented in Figures
22 and 23 , respectively. A sizeable difference in POD curves
was observed in both figures for the two geometries. In Figures
24 and 25 , essentially no systematic difference in POD curves
was observed for the geometries of flat plate to longitudinal
weld specimens . The same is true for the translation from flat
plate to transverse weld specimens as shown in Figures 26 and 27
for the adaptive learning and linear regression models , respec-
tively. Basically, the models for the penetrant technique
followed closely the pattern set by the ultrasonic technique.
The quantitative differential , however , was slightly decreased.

6.2.3 Eddy Current Inspection

The adaptive learning and linear regression translation
models for the eddy current inspection translating flat plate
to integrally stiffened and flat plate specimens to longitudinal
weld followed the same trend for the ultrasonic and penetrant
inspection-. These models are shown in Figures 28 to 31. A large
difference in POD curve was observed in the adaptive learning
model translating flat plate to transverse weld specimens as
shown in Figure 32. The corresponding linear regression model
presented in Figure 33 showed inconsistent differences at different
crack ranges. An interesting comparison of POD curves for flat
plate and bolt hole geometries from adaptive learning technique
is presented in Figure 34. The comparison is termed translation
model only in the sense that both specimen geometries contained
fatigue cracks . Th~ in ~p r4 on en~.rir~-.nmcr~t f~r thc bo1~ hüie
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